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Progress

 Tried calling C++ code from Matlab

 Improved previous object recognition system using 

K-means with SIFT+SVM to compare results

 Tested

 Worked on website

 www.freecsstemplates.org

 Worked on poster

 Learning more about LaTeX

MiKTeX distribution + TeXnicCenter IDE 





Website



Training

 Parameters for both systems:

 200 images (100 airplane, 20 rhino, 20 elephant, 20 
minaret, 20 faces, 20 cars)

 Image representation using SIFT

 SVM during training

 Parameters for visual bits

 Number of weights: 10,000

Weight distribution: Uniform [-1000,+1000]

 Number of rounds of boosting: 200

 Parameter for K-means

 1000 cluster centers



Testing

 100 images (50 airplane, 10 rhino, 10 elephant, 10 

minaret, 10 faces, 10 cars)

 The task is to distinguish between an airplane and 

non-airplane image



Results

System Accuracy

Visual Bits 89%

K-means 86%



Plan

 Change Visual Bits and K-means systems to 

recognize multiple categories

 Change to a complete, standard dataset (like 

PASCAL VOC 2006)

 Start work on paper


